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I.	Executive	Summary
The	integration	of	large	language	models	into	legal	practice	creates	unprecedented	efficiency	opportunities
alongside	significant	confidentiality	risks.	This	whitepaper	examines	whether	policy-based	protections—such	as
incognito	modes	and	opt-out	settings—satisfy	attorneys’	duties	under	Model	Rule	1.6,	and	whether	technical
safeguards	provide	meaningful	additional	protection.

Our	analysis	incorporates	peer-reviewed	research	published	through	January	2026,	including	Stanford/Yale
research	demonstrating	95.8%	extraction	of	copyrighted	books	from	production	AI	models,	the	August	2025	policy
reversal	by	Anthropic	extending	data	retention	from	30	days	to	5	years,	January	2026	ZombieAgent	attacks
enabling	persistent	data	exfiltration,	and	900,000+	user	conversations	compromised	via	malicious	browser
extensions.

Based	on	this	evidence,	we	conclude	that	policy-based	protections	present	structural	vulnerabilities	that	technical
safeguards	can	address.	For	matters	involving	identifiable	client	information,	local	data	masking—processing
content	on	the	attorney’s	own	computer	before	any	transmission	to	cloud	services—may	represent	the	prudent
approach	to	satisfying	confidentiality	obligations.

II.	The	AI	Transformation	in	Legal	Practice
Artificial	intelligence	has	moved	from	experimental	curiosity	to	daily	practice	tool.	Attorneys	use	AI	systems	for
document	review,	contract	analysis,	legal	research,	correspondence	drafting,	and	strategic	planning.	The
efficiency	gains	are	substantial:	tasks	requiring	hours	can	be	completed	in	minutes.

This	transformation	brings	corresponding	risks.	Most	AI	tools	operate	as	cloud	services:	content	leaves	the
attorney’s	computer,	travels	to	remote	servers	operated	by	the	AI	provider,	and	is	processed	in	an	environment
the	attorney	does	not	control.	AI	systems	may	learn	from	inputs,	store	representations	in	model	weights,	and
potentially	reproduce	content	in	ways	that	static	databases	cannot.

The	central	question	is	not	whether	attorneys	will	use	AI—that	ship	has	sailed.	The	question	is	how	attorneys	can
use	AI	while	satisfying	their	professional	obligations	to	protect	client	information.

III.	Legal	and	Ethical	Framework

3.1	Model	Rule	1.6:	Confidentiality	of	Information

Model	Rule	1.6(a)	provides	that	a	lawyer	shall	not	reveal	information	relating	to	the	representation	of	a	client
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unless	the	client	gives	informed	consent.	Rule	1.6(c)	requires	lawyers	to	make	reasonable	efforts	to	prevent	the
inadvertent	or	unauthorized	disclosure	of,	or	unauthorized	access	to,	information	relating	to	the	representation.

The	Comments	to	Rule	1.6	acknowledge	that	what	constitutes	“reasonable	efforts”	depends	on	the	circumstances.
Comment	[18]	specifically	addresses	electronic	communications,	noting	that	lawyers	must	take	reasonable
precautions	to	prevent	information	from	coming	into	the	hands	of	unintended	recipients.

3.2	Model	Rule	1.1:	Competence

Model	Rule	1.1	requires	lawyers	to	provide	competent	representation.	Comment	[8]	explicitly	addresses
technology:	“To	maintain	the	requisite	knowledge	and	skill,	a	lawyer	should	keep	abreast	of	changes	in	the	law
and	its	practice,	including	the	benefits	and	risks	associated	with	relevant	technology.”

For	AI	tools,	this	means	attorneys	must	understand	not	just	how	to	use	these	systems,	but	how	they	process	and
potentially	retain	information.

3.3	ABA	Formal	Opinion	512

On	July	29,	2024,	the	ABA	released	Formal	Opinion	512	addressing	generative	AI	in	legal	practice.	The	opinion
emphasizes	that	attorneys	must	understand	whether	AI	systems	are	“self-learning”	and	mandates	informed
consent	before	using	client	data	in	AI	tools.	Critically,	the	opinion	states	that	boilerplate	consent	in	engagement
letters	is	insufficient—specific,	informed	consent	is	required.

IV.	The	Threat	Model
This	section	presents	documented	security	incidents	and	peer-reviewed	research	demonstrating	specific
confidentiality	risks	associated	with	cloud	AI	services.

4.1	Training	Data	Extraction

The	risk	that	confidential	information	submitted	to	AI	models	could	be	extracted	by	adversaries	is	not	speculative.
Peer-reviewed	research	demonstrates	that	training	data	extraction	attacks	succeed	against	production	systems.

In	research	published	at	ICLR	2025,	Nasr	et	al.	demonstrated	that	alignment—the	safety	training	designed	to
make	models	refuse	harmful	requests—provides	an	“illusion	of	privacy”	but	does	not	eliminate	memorization.
Using	a	“divergence	attack,”	researchers	extracted	training	data	from	ChatGPT	at	a	rate	150×	higher	than
standard	prompting.	Over	5%	of	output	under	attack	conditions	consisted	of	verbatim	copies	from	training	data,
including	real	personally	identifiable	information.

Research	published	in	January	2026	by	Stanford	and	Yale	researchers	extended	these	findings.	Claude	3.7
Sonnet	reproduced	95.8%	of	Harry	Potter	and	the	Sorcerer’s	Stone	when	prompted	with	jailbreak	techniques.
Gemini	2.5	Pro	achieved	76.8%	recall	without	jailbreaks.	A	control	book	published	after	all	models’	training	cutoffs
returned	0%	recall,	confirming	actual	memorization	rather	than	hallucination.

Implication:	If	production	models	can	reproduce	near-complete	copyrighted	books,	they	can	reproduce	any
sufficiently	distinctive	content	memorized	during	training.	Content	submitted	to	AI	systems	that	becomes	part	of
training	data	could	theoretically	be	extracted	by	adversarial	users.

4.2	Policy	Reversals

Until	August	2025,	Anthropic’s	Claude	was	marketed	as	the	privacy-first	alternative—user	data	was	not	used	for
model	training	and	was	generally	deleted	within	30	days.	On	August	28,	2025,	Anthropic	announced	that	user
conversations	would	now	be	used	for	training	unless	users	opt	out,	with	data	retention	extended	to	5	years	for
users	who	don’t	opt	out—a	6,000%	increase.	The	opt-out	toggle	was	pre-checked	to	“On”	with	a	prominent
“Accept”	button.

Implication:	Attorneys	using	consumer	AI	products	have	no	contractual	rights	to	prevent	policy	changes.
Providers	can	unilaterally	extend	retention	periods,	enable	training	on	previously-protected	data,	or	modify	access
controls.

4.3	Active	Exploitation

On	January	8,	2026,	security	researchers	disclosed	ZombieAgent,	a	zero-click	prompt	injection	attack	targeting
ChatGPT’s	connected	services.	Attackers	embed	hidden	instructions	in	emails	(white	text	on	white	background).
When	users	ask	ChatGPT	to	summarize	their	inbox,	the	AI	reads	and	executes	the	hidden	instructions,	exfiltrating
data	server-side—invisible	to	the	user	and	enterprise	security	tools.	OpenAI	patched	the	specific	vulnerability	but
noted	that	prompt	injection	“is	unlikely	to	ever	be	fully	‘solved.’”



In	January	2026,	OX	Security	discovered	two	Chrome	extensions—with	900,000	combined	users—exfiltrating
complete	AI	conversation	data	every	30	minutes	while	requesting	only	“anonymous	analytics”	permissions.	One
extension	had	achieved	“Featured”	badge	status	in	Chrome	Web	Store	before	detection.

Implication:	Data	can	be	exfiltrated	through	vectors	entirely	outside	the	AI	provider’s	control.

4.4	Structural	Access

Even	when	providers	offer	“incognito”	or	“temporary	chat”	modes	that	exclude	conversations	from	training,
authorized	personnel	retain	access.	Trust	&	Safety	teams	review	conversations	for	policy	enforcement.	Engineers
access	data	for	debugging.	Legal	teams	respond	to	subpoenas.	OpenAI	retains	“temporary”	chats	for	30	days	for
abuse	monitoring.	A	court	order	in	the	New	York	Times	litigation	requires	OpenAI	to	retain	all	consumer	ChatGPT
conversations	indefinitely,	overriding	stated	retention	policies.

Implication:	“Incognito”	addresses	training	exclusion	but	not	employee	access,	legal	process,	or	breach
exposure.

V.	Why	Policy-Based	Protections	Are	Insufficient
The	threat	model	in	Section	IV	reveals	that	policy-based	protections—incognito	modes,	opt-out	settings,	privacy
policies—address	only	a	subset	of	confidentiality	risks.

Threat	Vector Policy	Protection	Available?

Training	data	extraction Yes	(incognito	mode)

Policy	reversals No

Prompt	injection	attacks No

Malicious	browser	extensions No

Employee	access No

Legal	process	(subpoenas) No

Provider	breach No

The	fundamental	issue	is	architectural.	When	content	leaves	the	attorney’s	computer	and	resides	on	the
provider’s	servers,	protection	depends	entirely	on	the	provider’s	policies,	security	practices,	and	legal	resistance—
none	of	which	the	attorney	controls	or	can	verify.

This	creates	an	irreducible	trust	problem.	Using	a	cloud	AI	service	requires	trusting	engineering	staff	with	system-
level	access,	Trust	&	Safety	reviewers,	DevOps	personnel,	third-party	contractors,	the	effectiveness	of	the
provider’s	security	team,	and	the	provider’s	legal	team’s	resistance	to	legal	process.	The	total	number	of
personnel	with	access	is	not	disclosed	by	any	major	provider.

VI.	Technical	Safeguards
The	alternative	to	policy-based	protection	is	architectural:	ensure	that	confidential	content	never	reaches
environments	the	attorney	does	not	control.

6.1	Local	Processing	Defined

A	local	application	is	software	that	runs	on	the	attorney’s	own	computer—a	native	desktop	application	like
Microsoft	Word	or	Adobe	Acrobat—rather	than	in	a	web	browser	connected	to	remote	servers.	Content	processed
by	a	local	application	remains	on	the	attorney’s	machine	unless	explicitly	transmitted	elsewhere.

Local	data	masking	intercepts	content	before	transmission	to	cloud	AI	services	and	transforms	it	to	remove	or
obscure	identifying	information.	The	cloud	AI	processes	only	the	masked	content.	Responses	are	re-mapped	to
restore	original	identifiers	before	presentation	to	the	user.

This	architectural	approach	addresses	the	threat	model	directly:

Threat	Vector Local	Masking	Protection

Training	data	extraction Masked	content	contains	no	identifiers	to	extract

Policy	reversals Retained	data	contains	no	identifying	information



Prompt	injection	attacks Exfiltrated	data	lacks	identifying	context

Malicious	extensions Same—no	identifiers	to	capture

Employee	access Personnel	see	only	masked	content

Legal	process Subpoenaed	data	contains	no	client	identifiers

Provider	breach Breached	data	is	non-identifying

6.2	Masking	Capabilities

The	appropriate	masking	approach	depends	on	the	threat	profile.

Identifier	replacement	substitutes	client	names,	dates,	and	figures	with	placeholders	(“[CLIENT]”,	“[DATE]”,
“[AMOUNT]”).	This	addresses	scenarios	where	the	factual	pattern	itself	is	not	identifying—the	AI	can	analyze	a
contract’s	indemnification	provisions	without	knowing	the	parties’	names.

Fidelity	control	addresses	scenarios	where	factual	patterns	may	be	identifying	even	without	names.	Rather	than
binary	mask/unmask	decisions,	content	can	be	transformed	to	appropriate	precision	levels:

Original Moderate Categorical

CRISPR	gene	therapy	for
sickle	cell Gene	therapy	technology Biotech/medical

March	15,	2025 Q1	2025 Early	2025

$47,832,156 ~$48M Mid-market	transaction

Boston,	MA Northeast	US United	States

This	enables	“a	pharmaceutical	company’s	acquisition	of	a	biotech	firm	specializing	in	CRISPR-based	gene
therapy”	to	become	“a	company	in	[INDUSTRY]	acquiring	a	company	in	[RELATED	INDUSTRY]”—preserving
analytical	utility	while	removing	identifying	specificity.

Context-aware	detection	uses	AI	running	locally	on	the	attorney’s	computer	to	identify	sensitive	content	that
pattern-matching	rules	would	miss—technologies,	transaction	structures,	and	strategic	details	that	could	be
identifying	in	combination.

Routing	policies	can	direct	sensitive	operations	to	AI	models	running	entirely	on	the	attorney’s	computer	while
using	cloud	models—with	appropriate	masking—for	capability-intensive	tasks.

6.3	The	Privilege	Question

Courts	have	consistently	declined	to	find	privilege	waiver	when	attorneys	use	third-party	technology	services—
cloud	storage,	eDiscovery	platforms,	document	management	systems.	AI	may	present	a	structurally	different	risk:
the	January	2026	book	extraction	research	demonstrates	that	content	submitted	for	AI	processing	can	become
permanently	encoded	in	model	weights	in	ways	traditional	storage	cannot.

Even	if	courts	ultimately	decline	to	find	that	AI	use	waives	privilege,	attorneys	face	substantial	uncertainty.	ABA
Formal	Opinion	512	explicitly	requires	attorneys	to	understand	whether	AI	systems	are	“self-learning”	and
mandates	informed	consent	before	using	client	data.

Local	masking	provides	a	technical	mechanism	to	comply	with	these	requirements	regardless	of	how	courts
eventually	resolve	the	privilege	question.	When	client-identifying	information	never	reaches	the	AI	provider,	the
question	of	whether	AI	processing	could	waive	privilege	becomes	moot.

VII.	Implementation	Framework

7.1	Risk	Stratification

Not	all	AI	uses	require	the	same	safeguards:

Use	Case Recommended	Approach

General	legal	research	(no	client
facts) Cloud	AI	acceptable

Routine	correspondence	with



client	names Basic	identifier	masking

Contract	analysis	with	identifying
details Fidelity	control

M&A	strategy,	litigation	planning Maximum	abstraction	or	local-only

7.2	Recommendations

1.	 For	matters	involving	identifiable	client	information,	implement	local	masking	before	cloud	AI	processing

2.	 Do	not	rely	solely	on	incognito	mode	for	privileged	communications	or	sensitive	strategy

3.	 Develop	internal	guidelines	distinguishing	appropriate	use	cases	by	sensitivity	level

4.	 Ensure	engagement	letters	address	AI	use	and	obtain	specific,	informed	consent	per	ABA	Formal	Opinion
512

5.	 Monitor	AI	provider	policy	changes—the	August	2025	reversals	demonstrate	that	protections	can	evaporate

6.	 Evaluate	masking	sophistication	requirements	based	on	practice	area—matters	with	distinctive	fact	patterns
may	require	fidelity	control	beyond	basic	identifier	replacement

VIII.	Conclusion
Policy-based	protections	address	only	a	subset	of	confidentiality	risks.	Training	data	extraction	has	been
demonstrated	on	production	systems.	Policy	changes	eliminated	protections	users	relied	upon.	Active	exploitation
occurs	through	vectors	providers	cannot	control.

For	attorneys	handling	sensitive	matters,	the	question	is	not	whether	to	implement	technical	safeguards,	but
whether	they	can	professionally	justify	not	doing	so.

Local	data	masking—processing	content	on	the	attorney’s	own	computer	before	any	transmission	to	cloud
services—provides	a	technical	mechanism	to	satisfy	confidentiality	obligations	regardless	of	AI	provider	policies,
practices,	or	vulnerabilities.	When	confidential	identifiers	never	leave	the	firm’s	control,	the	structural	risks
identified	in	this	whitepaper	become	irrelevant	to	client	confidentiality.

SafeIdea	Legal	Assistant	incorporates	patent-pending	masking	technologies	that	implement	these	capabilities,
enabling	attorneys	to	use	AI	effectively	while	maintaining	the	confidentiality	protections	their	clients	expect	and
their	professional	obligations	require.
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SafeIdea	LLC	provides	AI-powered	legal	technology	with	local-first	architecture,	enabling	attorneys	and	legal
professionals	to	use	advanced	AI	capabilities	while	keeping	sensitive	client	information	under	their	control.
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